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Abstract: Huge volumes of data created by students` activities on learning management systems (LMS) urged an 
opportunity to extract meaningful information from data. Development of data mining field yielded algorithms making 
possible to analyse data with the aim to improve quality of the educational processes. In this paper, we are comparing 
four data mining methods based on different machine learning algorithms to predict academic performance of IT students 
based on data about their activities at the LMS. Aim of the research were twofold: (i) to predict students' academic 
achievement and identify most important predictors of academic success, (ii) to compare different machine learning 
algorithms and identify which fits the best on LMS data. Research results indicated frequency of students` discussions as 
the most important predictor of success. Neural networks provided most accurate and reliable model. 
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1. INTRODUCTION  
Learning Management Systems today play a significant 
role in higher education learning models. The large 
amounts of data generated by such systems have opened up 
new research pathaways, especiall in an analysis of student 
behavior. The aim of such analyzes is to identify behavioral 
patterns for the purpose of improving the learning process 
and consecentually, enhance students academic 
performance. The large amounts of data and characetristics 
of such data also require new methodological approaches 
in analysis [1]. Educational Data Mining (EDM) is an 
emerging field  developed with the aim of  machine 
learning and data mining techniques application in 
educational domain. Results of such analysis are beneficial 
to both, students and teachers because they help in 
improvement of learning processes. Recent research trends 
in the EDM field are focused on massive open online 
courses (MOOC) [2]. This is in the focus of our research. 
Hereinafter, we used data for different students activities 
on one blended course using the Moodle platform. 
Machine learning techniques shown to be useful in the 
Moodle data analysis [3] . Majority of previous research 
papers analyzed activity logs [4-7] . Their research results 
indicated accurate predictive models of dropout based on 
the Moodle data.  

This study aims to analyze activity logs of third year 
students at the course Knowledge discovery in data, which 
is tought at the IT faculty in Croatia. Data are collected 
from three generations in order to provide information 
regarding students' performance to the teachers and study 
programme management to help them in improving the 
programme and to help students improving the learning 
process. Furthermore, this research also focuses on the 
methodological aspects of activity logs analysis and tried 
to identified the best machine learning approach for LMS 
data anaylsis.  

This study is structured as follows. In the next section we 
present relevant and recent research results regarding the 
research topic. Section 3 presentes research methodology: 
describes used data set and data mining standard used in 
the research: CRISP DM. Section 3 presents research 
results and section 4 concludes the paper. 

 

2. RELATED RESEARCH  
 
Academic performance of students serves as indicator of 
education system quality, so it is interesting research topic 
among scientific community. Nowadays, academic 
performance predictions are based on LMS data. LMS 
platforms offer different channels for teachers and students 
to communicate in a course, store files, share information, 
upload assignments, do the tests. LMS saves log data of the 
students’ activities [8]. Romero and Ventura [9] were 
among first scientists to apply data mining techniques to 
LMS. They explored benefits of data mining techniques for 
LMS data analysis. Our research seeks to further advance 
their approach in terms of investigating which of the data 
mining techniques based on machine learning provides the 
best predictive models on LMS data. Other investigated 
topics are related towards students’ satisfaction with the 
LMS [10] and gender differences in attitudes [11-13]. 
Yukselturk and Top [13] found out that females` 
participation was more intensive then males`. These results 
are in line with previous research results of Kimbrough et 
al. [12] which emphasized high females` engagement in 
communication on LMS. However, there are different 
evidence from Prinsen, Volman, and Terwel [14]. They 
found out high participation of male students. There is a 
need to investigate the impact of such participation on 
student course performance measured by students` grade. 
This paper presents a case study based on an undergraduate 
IT course.  Hereinafter, we present the results of our 
research on this topic. 
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3. RESEARCH METHODOLOGY 
The participants of this study were 105 undergraduate 
students who enrolled in a course Knowledge discovery in 
data at the University of Zagreb. Participants in this study 
used online learning to access course materials (a content 
page, web links, self-reports), to download presentations, 
to upload their assignments, to ask questions to the teacher, 
to solve tests. The online learning environment was 
developed in a Learning Management System (LMS), 
Moodle. This study used data about students` activities 
presented in Table 1.  

Table 1: Variables description 

Variable  Description 

Files view Numeric 

Frequency of files 
opening (Power point 
presentations, PDF 
files,…) 

Forum view Numeric 

Frequency of forum 
reading and posting 

Student 
report view 

Numeric 

Frequency of report 
opening 

Folder view Numeric 

Frequency of folder 
opening 

Choice Numeric 

Frequency of choice 
opening 

File upload Numeric 

Number of files 
uploading 

System 
login 

Numeric 

Frequency of system 
login 

Test Numeric 

Optional tests points 

Assignment Numeric 

Points for solutions of 
assignments 

Gender Categorical/ 

Female or male 

Grade Categorical 

Overall grade achieved 
at the course 

CRISP DM process model is applied in this research to 
analyze the data. CRISP DM stands for CRoss-Industry 

Standard Process for Data Mining [15]. CRISP DM implies 
six steps for data analysis (see figure 1). 

 
Image 1: CRISP DM process 

 
First, data exploration and data preparation were 
performed. Modeling phase is in the focus of this research. 
Modeling consists of building and assessing the predictive 
models. Here, we are performing students academic 
performance prediction based on activity logs at the LMS. 
Prior, modeling technique should be selected. Four 
modeling techniques belonging to different machine 
learning approaches were selected and applied and their 
parameters are calibrated to optimal values. Those are:  
(i) Classification and regression trees (CART) categorized 
as information based machine learning approach, 
(ii) Neural networks categorized as error based machine 
learning approach, 
(iii) Naive Bayes classifier categorized as probability based 
machine learning approach, 
(iv) k-nearest neighbours categorized as  similarity based 
machine learning approach. 
 
Evaluation was performed and four models were compared 
based on two measures: accuracy of the model (Root mean 
square error, RMSE) and reliability of the model 
(RSquare). 

4. RESEARCH RESULTS  
To develop predictive models, four machine learning 
techniques were applied using the same data set. Results of 
accuracy and reliability for each model are given in table 
2.  

Table 2: Performance of ML models  

ML 
Algorithm 

Accuracy  Reliability 

Neural 
network 

86,53% 0,64 

CART 83,21% 0,55 

Naïve Bayes 
classifier 

79,54 % 0,51 

kNN 78,44% 0,48 

As results demonstrate, neural networks yielded predictive 
model of highest accuracy and reliability, followed by 
Classification and regression trees. K-nearest neighbours, 
technique based on the similarity produced the worst 
results. T-test was further performed on the results in order 



 

72 
 

to see are differences among machine learning models 
statistically significant.  

Table 3: T-test results 

ML 
Algorithm 

p-value 

Neural 
network 

- 

CART 0,003 

Naïve Bayes 
classifier 

0,01 

kNN 0,01 

 

Based on pairwise t-test shown in Table 3, the overall 
accuracy of neural network algorithm is better than the 
overall average accuracy of all the other algorithms and the 
difference is statistically significant at 95% confidence 
level. It is interesting to note that neural networks and kNN 
are two approaches requiring only numerical inputs. Since 
all of our input variables were numerical, those results are 
not surprising. CART proven to work better on categorical 
inputs. 

Since neural networks model is the best, we will interpret 
and discuss results of that model. First, architecture of 
neural network is presented at image 2. 

 
Image 2: Neural network architecture 

Neural network architecture consists of 10 variables 
(neurons) in the input layer, 7 neurons in the hidden layer 
processing the data, and one neuron (grade) at the output 
layer of the neural network.  

The results of sensitivity analysis based on NN predictive 
model is presented in Table 2. As shown in Table 3, from 
the total 10 variables listed for investigation, 2 variables 
emerged as the strongest predictors: Forum View and Test. 

The predictive model tells us that having more forum views 
or having better results on optional tests will lead to the 
students achieving a better overall grade at the course.  

Table 3: Sensitivity analysis results  

Column Main Effect Total Effect 
Forum view 0.107 0.437 
Test 0.074 0.405 
Gender 0.067 0.317 
Assignment 0.076 0.252 
Choice 0.034 0.217 
System view 0.036 0.193 
Files upload 0.032 0.189 
Student report 0.024 0.144 
Folder view 0.02 0.103 
Files view 0.011 0.058 
 
Neural network model indicated gender differences in 
academic performance. Variable Gender is third highest 
predictor of academic performance. This finding is in line 
with previous research which proved differences in 
attitudes and behaviour on LMS between male and female 
students. It is interesting to note that frequency of  files and 
folder views isn’t significant predictor of academic 
success.  
 

5. CONCLUSION  
Results of this research contributes to existing research on 
educational data mining in LMS data by demonstrating that 
machine learning approaches are effective for LMS data 
analysis. We have demonstrated that neural networks  
show greatest potential for LMS data analysis application, 
so we assume that if the characteristics of other data-sets 
are similar, then the performances of the machine learning 
approaches on these data-sets are similar as well.   

The purpose of this study was also to examine based on 
which LMS activity student performance could be 
predicted? Neural network model has pointed out forum 
interaction as most important predictor. Students 
engagement into reading forum posts and interacting into 
discussions found to be indicator of overall grade at the 
course. Solving optional tests is the second highest 
predictor. 

The results of this study could help students to focus on the 
LMS activities which would lead them to achieving 
academic success and to help teachers to identify students 
who could struggle. It will also give teachers the way to 
provide early guidelines for online learning activities 
configuration.  

This study was limited by small data used in the analysis 
However, it was reliable enough to develop accurate 
predictive models and to give insights into students 
activities and their relation with academic success. In the 
future research we will include students of different 
courses and study programmes to see are there differences 
in patterns. 
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